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Phase advance and beta function are basic lattice functions characterizing the linear properties
of an accelerator lattice. Accurate and efficient measurements of these quantities are important for
commissioning and operating a machine. In this paper, we briefly review commonly used methods
for measuring these lattice functions and develop a new method by extending the Model-Independent
Analysis technique. The new method uses beam histories of excited betatron oscillations measured

simultaneously at a large number of beam position monitors.

It is fast, accurate, and robust.

Measurements done at the storage ring of the Advanced Photon Source are reported. Comparisons

among various methods are made.

I. INTRODUCTION

Beam orbits in an accelerator are usually dominated
by the linear properties of its lattice. In most lattices,
coupling between the two transverse degrees of freedom
are kept at a minimum. Thus, to a good approximation,
a transverse orbit can usually be described by

x(s) = zo(s) + x5(s) + Dy(s) 0, (1)

where zq is the 0-th order orbit around which occur small
betatron oscillations xg and oscillations coupled from the
energy ¢ oscillation through the dispersion D,. Here z
represents either horizontal or vertical beam positions.
In this paper we will ignore transverse coupling. The
betatron oscillation can be described by the well-known
expression

z3(s) = /2J B(s) cos[d + 9 (s)], (2)

where {J, ¢} are the action-angle variables specifying a
specific orbit, ((s) is the beta function, and v (s) is the
phase advance. The lattice functions § and 1 as well as
D, characterize the linear properties of a lattice. It is
an important and routine task to measure these lattice
functions. The transverse orbit information is primarily
collected from a large number of beam position monitors
(BPMs) along a machine. Various methods have been
developed to derive the lattice functions from BPM mea-
surements. Some depend on narrow-band BPMs that
can measure only the closed orbits; others use broad-
band BPMs capable of measuring beam histories on a
turn-by-turn basis.

In recent years, Model-Independent Analysis (MIA)
emerged as a new approach to study beam dynamics by
analyzing simultaneously recorded beam histories at a
large number of BPMs [1, 2]. A basic technique used in
MIA is the spatial-temporal mode analysis via a singular
value decomposition (SVD) of the data matrix contain-
ing beam histories. Similar to the Fourier analysis, SVD
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mode analysis decomposes the spatial-temporal variation
of the beam centroid into superposition of various or-
thogonal modes by effectively accomplishing a major sta-
tistical data analysis, namely the Principal Component
Analysis [3, 4]. Let b, represents the measurement at
the m-th monitor for the p-th pulse or turn. Then the
singular value decomposition of the beam-history matrix
Bpyy = (b;”) gives

B=USVT = Z UiUiUZ‘T7 (3)
modes
where Upyp = [u1, -+ ,up) and Virxar = [v1,--- ,0p])

are orthonormal matrices comprising the temporal and
spatial eigenvectors, and Spx s is a rectangular matrix
with nonnegative singular values o; along the upper di-
agonal. A pair of spatial and temporal vectors character-
izes an eigenmode and the corresponding singular value
specifies the overall amplitude of the eigenmode. In this
paper, we will show that when beam motion is domi-
nated by betatron oscillations, there are two orthogonal
eigenmodes corresponding to the normalized coordinates
that are normally used to describe the betatron motion.
From these two betatron modes, the phase advance and
beta function can be derived with good accuracy. The
new method is applicable to both linacs and rings. How-
ever, our discussion here is focused on rings since our
experiments were carried out at the storage ring of the
Advanced Photon Source (APS).

This paper is organized as follows. First we briefly re-
view commonly used methods for measuring beta func-
tion and phase advance. Then we show that the SVD
eigenmodes yield the betatron modes, from which the
lattice functions are derived. After discussion of the sim-
ple theory of our technique, we report experiments done
at the APS storage ring. Based on our experience, we
compare our technique with commonly used ones and
argue certain advantages of our technique.

II. COMMON TECHNIQUES TO MEASURE
LATTICE FUNCTIONS

In this section we briefly review common techniques
used to measure beta functions and phase advances [2, 5,



6]. Emphasis is on the basic concept of each technique
for better appreciation of the technique developed in this

paper.

A. Quadrupole scan and corrector scan

The most basic techniques to measure beta function
are based on varying a quadrupole or a dipole corrector
and deducing the beta function at the magnets. When
the gradient of a quadrupole is perturbed by Ak,, the
tunes will be perturbed by Ap, and the beta function
can be determined as

A

Bay = i47r£—kg;’y. (4)
By measuring the tune change against quadrupole
strength change, one can measure the beta function at
the quadrupole. When a corrector generates an angular
kick A6, the closed orbit will be perturbed by Axz., (s).
By measuring this deviation at a nearby (negligible phase
advance in between) BPM, the beta function at the cor-
rector or BPM can be determined as

Aze,.

For better measurement, the magnets are scanned and
the beta function is measured by fitting the slope of tune
or orbit deviation. Both methods are quite simple but
slow (especially when a large number of magnets are
used) and require independently powered magnets with
reliable calibration.

B >~ 2tanmpu

B. Harmonic analysis of orbit oscillation

The above methods are based on closed orbits mea-
sured with narrow-band BPMs. A faster technique based
on orbit oscillations measured with broadband BPMs was
developed and successfully used to measure the phase ad-
vances and beta function in LEP (Large Electron Position
Collider at CERN) [7, 8]. A similar technique was imple-
mented in CESR (the Cornell Electron/Position Storage
Ring), where a signal analyzer effectively accomplished
the harmonic analysis [9]. Our discussion here is based
on the LEP approach. At a given BPM, an ideal beta-
tron oscillation recorded at the n-th turn can be written
as

Ty = Acos(2mnpug + 1), (6)

where A is the oscillation amplitude, p, is the tune, and
1) is the phase. It is easy to see that

o al . large N AN .
s = an sin(2mnp,) ——— —— siny, (7)

n=1
N

c = ancos(%muz)

n=1

large N, ATNCOS . (8)

Therefore the phase at the given BPM can be determined
by

Y~ —tan"! (Z) . (9)

To determine the phase via Egs. (7) and (8), a very accu-
rate tune measurement is required (107> quoted at LEP)
[8]. To determine the phase advances between BPMs, the
BPMs must be synchronized so that all the phases refer-
ence to the same point.

From the phase advances and the transfer matrix be-
tween BPMs, beta function can be determined indepen-
dent of BPM gain calibration. For any given three BPMs,
the beta function at the first BPM can be written as [8]

cot 1o — cot 13
(my1/ma2) — (n11/na2)’

P =

(10)

where m11 and mq5 are the elements of the first row of the
transfer matrix from the 1st to the 2nd BPMs; similarly,
nq11 and nqo are those from the 1st to the 3rd BPMs.
Although Eq. (10) does not rely on BPM calibrations, it
does rely on the correctness of the transfer matrices and
thus becomes unreliable in regions with focusing errors.
More sophisticated analysis of phase advance and beta
function have been used at CESR [10].

C. Model calibration via the response matrix
method

The above methods measure the phase advance and
beta function directly. There are methods that build a
machine model based on measurements, and the phase
advance and beta function are byproducts of the model.
The response-matrix method is a systematic method to
calibrate accelerator models and has been successfully
used on many machines [11-15]. The basic idea is to
minimize the difference between measured and calculated
(from a model) BPM responses to changes in steering
magnet strengths by adjusting various model parame-
ters such as corrector strengths, quadrupole gradients,
and BPM gains. This idea can be formulated as follows.
For any given magnetic steering ¢, and 6,,, responses at
BPMs can be measured as well as calculated according
to one’s model to generate the response matrices R™*®
and R™°4 so that

x meas or mod ez
=R , 11
(7) (6). o

where x and y are the beam orbit response. Such a re-
sponse matrix can be extended to cover all M BPMs and
N steering magnets, so that there are M x N elements.
The figure to be minimized can be specified by

) Z (R?;CHS—R;?O(;(€17£27"'))2, (12)

X = pu
2% ¢



where i goes through all BPMs of resolution o;, and j
goes through all steering magnets. The £’s are model
parameters to be adjusted for the minimization.

In addition, BPM gains and corrector scaling factors
can be introduced to correct the measured response ma-
trix, i.e., use BR™®*(C to replace the R™°® in the above
expression, where the diagonal matrix B contains BPM
gains and C' contains corrector scaling factors. Further
correction factors can be added when necessary. For ex-
ample, the following BPM correction scheme is used in
LOCO [13] for each BPM:

(f)_ 1 (0059 sin9>(1 c)(gzx> (13)
U) Vi—c2 \—sind cosd J\c 1)\ gyy )’
where ¢ is the gain, 6 is the roll angle, and c is a factor
due to BPM pick-up electrodes layout. All such factors
can be varied for the minimization.

The implementation details of the response-matrix
method could be quite different depending on how sophis-
ticated one’s model is. Typically there are thousands of
response-matrix elements and hundreds of model param-
eters used for the optimization. In general, the beam re-
sponses could be nonlinear, thus minimization over such
a large parameter space could become difficult, if not
senseless, and time consuming. One way to solve the
minimization problem is to linearize the response as

= R?j + Z OR;; 0§ (14)

Rmod
) a
{¢} ¢

and obtain the solution using the least-squares fitting

06 = (ATA)~TAT [RIe* — RY

j]M><N,1’ (15)

AR,

where matrix A = [ ot } consists of the M x N deriva-

tives over each parameter in a column, and the number
of columns depends on the number of parameters in use.
Usually A is quite a large matrix. Often such proce-
dures need to be iterated due to the presence of nonlin-
ear responses. The response-matrix method has proven
successful in calibrating the linear models of many light
source storage rings.

Note that the design matrix A is generated from one’s
model; therefore, a good model is crucial. If there is a
sufficient number of BPMs and a good model is avail-
able, the response-matrix method provides a systematic
and powerful tool to calibrate model parameters. How-
ever, the response-matrix method may not work well in
cases where unanticipated physics affect the beam re-
sponse and are not included in the model.

D. Model calibration using beam histories

A still-evolving model calibration method is being
developed for PEP-II at SLAC [16, 17]. Unlike the

response-matrix method where a large number of mea-
sured closed-orbit distortions are used to fit with a model,
only four high-quality linearly independent betatron or-
bits are extracted from simultaneously acquired beam
histories at all BPMs. In principle, these four orbits con-
tain all linear lattice information obtainable from BPMs
because any other linear orbit in the four-dimensional
transverse phase space is a linear superposition of those
four orbits. For any pair of these four orbits there is a
Lagrange invariant [18]

/

where the prime means derivative (here we view z’ and
y' as canonical momentum). Due to the antisymmetric
construct, only six independent invariants exist. In one
degree of freedom, it is the same as the Wronskian. From
the four betatron orbits and the Lagrange invariants, the
linear Green’s function elements Ry2, Ri4, R32, and R34
of the transfer matrix R’® from location a to b can be
computed as

Rba Rba
(m)ren
32 34

_ (71 a2 T3 a4 s
where Z = ( W Ys U3 y4) containing beam positions

of all four orbits, and L = (£;;) containing all Lagrange
invariants. See Ref. [16] or Appendix A for proof of
Eq. (17). Note that R involves only z’ and z%, R%
involves only x and 3¢, and so on. The measurements
at locations a and b determine which R-matrix element
can be measured. The Lagrange invariants depend on
the lattice as well as beam excitations. If the first (last)
two orbits come from horizontal (vertical) machine eigen-
modes, only L£15 and L34 are nonzero. Thus the right-
hand side of Eq. (17) can be significantly simplified.

The measured Green’s function elements can be fitted
with a model that incorporates magnet errors as well as
gains and rolls of BPMs. An obvious advantage of us-
ing beam histories is that it takes a much shorter time
to acquire the data. Furthermore, since the measured
R-matrix elements are localized, fitting with model can
be localized as well, thus eliminating the need to deal
with a huge response matrix. Like the response-matrix
method, successful model calibration requires a good ma-
chine model and a sufficient number of BPMs.

III. MIA TECHNIQUE TO MEASURE LATTICE
FUNCTIONS

A. Betatron modes and SVD eigenmodes

As mentioned in the introduction, SVD analysis of the
beam-history matrix decomposes the spatial-temporal
variation of beam betatron orbits into orthogonal eigen-
modes. Two of them are betatron modes that charac-
terize the betatron motion. In this section we prove



this statement by analytically computing the SVD eigen-
modes of a linear system given by Eq. (2). For simplic-
ity, BPM noise is ignored here. In such a system, the
m-th BPM reading for the p-th pulse can be expressed
in action-angle variables {J,, ¢,} as

by = \/2JpBm cos(¢p + ),

where (3,, is the beta function at the m-th BPM, and ,,
is the phase advance from a starting point to the m-th
BPM. Note that a subscript p is given to the action and
angle variables. In a linac, this accounts for the different
initial conditions of each pulse. In a ring, it accommo-
dates action and angle variations from turn to turn. For
an ideal linear system, the action is conserved and the
angle simply advances by the tune each turn. However,
nonlinear effects and damping of the beam centroid can
lead to much more complicated action-angle variation al-
though they do not deviate much within each turn.
Now let us compute the eigenmodes analytically. For
convenience, we use B = (b;")/ V/P so that the variance-
covariance matrix is simply given by Cz = BT B. From
the BPM data given by Eq. (18), the elements of Cz read

P
OB mn = Z b'b
P
J,
-3V
p=1

<J>p V BmBn cos(¢ V),

where (J), is the ensemble average of the action. The
subscript p is dropped hereafter. The last term involving
¢, averages to zero for sufficiently large P. From Eq. (3),

(18)

BB [cos(Ym — Pn) + c08(20p + Pm + ¢n)]

(19)

CpV = USVT) (USVT)V =VS2,  (20)

l\DI»—t

Ai = Zﬁn+§jﬁnc%2¢o+wn =

n=1

Note that the leading term is proportional to M (J),{(8)m
that grows with the number of BPMs used. Thus it is
often convenient to remove such dependence when using
singular values. The normalized eigenvectors are

u:ﬁ{\/umm cos(¢o + Pm), m =1,
V-= \/% {\/ <‘]>ﬂ7n Sin(¢0 + wm)’ m

These two vectors are obviously orthogonal according to

thus, the spatial vectors of B are the eigenvectors of Cp
and the singular values are the square roots of the eigen-
values of Cp, i.e., 0 = V\.

To find eigenvalues and eigenvectors of C'p, we need
to solve for ¢y such that the corresponding orbit v =

{V2J B cos(po +¥m),m = 1,--- , M} satisfies the secu-
lar equation

Cpv=2Av. (21)
From the m-th component of the secular equation,

Acos(do + Yim)

(J) Z B cos(p

M
(J) | cos(@o +%m) Y Bu cos*(do + 1)

n=1

- '(/}n) COS((bO + wn)

M
—I—% Sin((bo + 1l)m) Z /Bn sin 2(¢O + 1l)n) (22)

n=1
Therefore, we have the condition

M
> Busin2(go + ) =0

n=1

(23)
There are two solutions,

1
¢g = —— arctan

: ( > Bnsin 24y, ) (24)

Zn B €08 29,

and ¢g + 7, that lead to two different eigenvectors. The
two eigenvalues are

2 2
Z Bn £ (Z BB cos 2%) + <Z B, sin 2%) (25)

Eq. (23). The normalized temporal vectors that are con-
sistent with the spatial vectors are
)
(27)

Uy Z{ 132{?) cos(¢p — ¢o) , p=
: aP}a

U— = { 13(5)) Sm(¢p ®0), p=

which clearly relate to the commonly used normalized
coordinates! Note that the orthogonality of these two
vectors holds for P — oo. In other words, for finite P,
these expressions are only approximate. So is Eq. (19).




In summary, the SVD of the beam-history matrix of
the betatron oscillation is given by

1
B= (b;n) = O'+UJ+’UI + O'—U—UT7 (28)

VP

where the singular values oL = \/E , and the spatial and
temporal singular vectors are the column vectors given
by Egs. (26) and (27). Remarkably, the SVD yields the
well-known normalized coordinates for this 1-D dynam-
ical system. Note that there is a sign ambiguity in the
singular vectors. By definition the singular values are
non-negative and singular vectors are normalized to one.
But for a pair of singular vectors v and v, their negatives,
—u and —v, can also be chosen as the singular vectors.
In practice the measured beam histories contain not
only the dominating betatron oscillation but also BPM
noises as well as motions due to other small perturba-
tions. It is difficult to analytically study the eigenmodes
for more complicated systems. Nonetheless, there is a
matrix theorem that states that O(e) changes in B can
alter a singular subspace by an amount €/A, where A
measures the separation of the relevant singular values
[19]. Thus, as long as the the singular values of the be-
tatron modes are far from the rest, Eq. (28) should be a
good representation of the measured betatron modes.

B. Determination of phase advance and beta
function

From the betatron vectors, Eq. (26), the phase ad-
vances can be determined as

¥ = tan~! (U‘U‘) , (29)

T4 V4

where the phase ¢q is absorbed by shifting the reference
point of the phase. Since we are interested in only the
phase advance between BPMs, the reference point does
not matter. The beta function can be written as

B= ()" (A2 + A 0?). (30)

Note that, except for an overall scaling factor (J) in 3,
the phase advance and beta function can be computed
from the betatron vectors obtained by an SVD analysis
of the beam-history matrix.

One complication in determining phase advances with
Eq. (29) is the uncertainty due to the inversion of the tri-
angular function and the sign ambiguity of the betatron
vectors. Fortunately, the local phase-advance deviations
from a machine model are generally much less than ,
therefore, with estimated phase advances from even a
crude machine model, the phase uncertainty can be re-
solved. Furthermore, it is not difficult to see that errors in
BPM gains have no effect on the phase advance measure-
ment since they will be cancelled in Eq. (29). In short,
from the betatron vectors, the phase advances between
BPMs can be uniquely determined, and the technique is

model-independent and robust against BPM calibration
errors.

It is difficult to obtain accurate error bounds for the
measurements. However, the absolute errors in phase (in
unit radian) and relative errors in beta function can be
estimated by (see Appendix B)

and oAB/8 = 20’¢, (31)

where o, is the rms strength of the betatron signal as
measured by the singular values, and o, is the residual
signal and noise that can be estimated by the quadratic
sum of the singular values of non-betatron signals and
random noise. For pure harmonic oscillations with ran-
dom BPM noise, o, is BPM resolution and o, = A/v/2,
where A is the oscillation amplitude; then Eq. (31) is
the same as errors quoted for the harmonic analysis [8].
The apparent P dependence loses its power quickly for
a pulse signal, whose singular value decreases with /P
for large P. For sufficiently large P, the random noise
becomes a secondary contribution to the error, and the
VP dependence will not hold any more. o, is difficult to
estimate. Often the third largest singular value gives a
rough estimate.

It is instructive to see the connection between the
method developed here and the method based on har-
monic analysis of orbit oscillations. For a perfect linear
system without noise, the temporal vectors are pure har-
monics and the spatial vectors are simply the coefficients
of these harmonics. Thus, the two methods for phase-
advance measurement are basically the same, although
one uses harmonic analysis to extract the sine and cosine
coefficients of the betatron oscillation in Egs. (7, 8), and
the other uses SVD to obtain the sine and cosine beta-
tron orbits in Eq. (26). The apparent sign difference in
Egs. (9, 29) can be attributed to the sign ambiguity of
the betatron vectors. However, the new method has the
advantage that it requires neither a pure harmonic oscil-
lation nor a very accurate tune measurement as input,
since amplitude and phase variations can be tolerated in
Egs. (18, 27). Therefore, the method developed here is
more robust and has wider applicability.

Computing beta function with Eq. (30), rather than
simply using amplitude of individual BPMs, has the ad-
vantage that the extracted betatron modes are cleaner
since non-betatron motion and noise have been excluded
via mode analysis. However, one obvious limitation is
that it depends on BPM gain calibration. Unfortunately,
there is no simple way around this except fitting with ma-
chine models as described above.

IV. MEASUREMENTS DONE AT THE APS

To test the new method, experiments have been done
at the APS storage ring using beam history measure-
ments at 360 broadband BPMs with various kinds of
beam excitations. Comparisons with the response-matrix



and harmonic-analysis methods have been made. Good
agreements were reached.

A. Obtaining the betatron modes

With reliable measurements of beam histories, it is
straightforward to extract the betatron modes as in
Eq. (28) via SVD mode analysis. Unfortunately, the
beam history modules of the current BPM system at the
APS have various problems [20]. We will not discuss the
details of confronting these problems with MIA. After
identifying and removing the malfunctioning and noisy
BPMs, about 3/4 of the 360 BPMs were used for the
phase advance and beta function measurements. Another
major obstacle is that these beam histories are not syn-
chronized to the same turn. There is uncertainty about
a couple of turns. It turns out that phase advance mea-
surement is an effective technique to detect the synchro-
nization problem. For each turn offset at a BPM, the
phase advance is changed according to the tune. In order
to avoid integer and half-integer resonances, the tune is
usually much larger than the phase errors of the optics.
Thus, by comparing the measured and designed phase
advances, we are able to detect the out-of-sync beam his-
tories and synchronize them by simply shifting the his-
tories relative to each other (works for turn-by-turn but
not for every-other-turn histories). The measured beam
histories are further corrected with BPM gains obtained
with the response-matrix method [15], which is necessary
for beta function measurement. After the beam histo-
ries are cleaned, gain-corrected, and synchronized, a final
SVD mode analysis is performed to extract the betatron
modes—the first two eigenmodes that dominate the beam
motion. Fourier analysis of the temporal patterns of the
betatron modes are performed to confirm that the be-
tatron modes are well separated from other modes due
to synchrotron oscillation, transverse coupling, nonlinear
effects in optics and BPMs, and so on. Here we will not
report the details of all the modes we observed, although
they are very informative.

B. Horizontal measurements with kick excitation

For the horizontal plane, an injection kicker is used to
kick a stored bunch to a desired amplitude, and the re-
sulting betatron oscillation is recorded. Mode analysis
yields about ten modes above the noise floor: the two
largest modes are the betatron modes, the third one is
the synchrotron mode due to residual energy oscillation
in the ring, and so on. As examples, the first and the
third modes are shown in Figs. 1 and 2. The second be-
tatron mode is similar to the first one. In Fig. 1, the
spatial vector of the betatron mode is a betatron orbit.
Due to the unusable BPMs (shown as red dots), the orbit
is broken into pieces and looks irregular. The temporal
vector clearly shows a beam that is kicked at about the
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FIG. 1: The first horizontal mode with kick excitation. Mea-
sured values are plotted as solid dots and joined by lines for
consecutive BPMs. Bad BPMs are indicated by dots at zero.
The temporal vector shows time evolution of the beam.
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FIG. 2: The third horizontal mode: a synchrotron mode. See
caption of Fig. 1 for more description.



100th turn then decohered and damped. By construct,
both spatial and temporal vectors are normalized to one.
The mode number and its singular value are shown on the
left-hand-side label. The Fourier spectrum of the tempo-
ral vector shows the betatron frequency with a broadened
peak due to decoherence. Note that the synchrotron and
vertical tunes as well as other nonlinear resonance fre-
quencies are invisible, even though they do exist and
show up in other modes. This confirms the quality of
the betatron modes. In Fig. 2, the spatial vector of the
synchrotron mode (the third largest mode) corresponds
to the dispersion. Again, the unusable BPMs broke the
regular pattern. The temporal vector yields the residual
energy oscillation in the ring, which is barely perturbed
by the kick. The corresponding spectrum contains a clear
synchrotron tune and various harmonics of the power line
frequency.

The synchrotron mode and the noise floor are deter-
mined by the machine condition and BPM system, but
independent of the kick strength. Increasing the kick
strength improves the signal-to-noise ratio. However, due
to decoherence, the oscillation is significantly damped
in tens of turns, and the larger the kick amplitude the
quicker it damps; thus the overall signal strength is lim-
ited.
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FIG. 3: Horizontal beta function and phase advance. The
solid dots are MIA measurements. The solid lines are cali-
brated machine model. Diamonds are model values at used
BPMs. Circles are malfunctioning BPMs. Figures in the third
row are blowups of the above figures for the first 50 BPMs.

Using the spatial vectors of the two betatron modes
and the procedure described in the last section, we ob-
tained the phase advances and beta function for the hor-
izontal plane as shown in Fig. 3. MIA measurement re-
sults are shown as solid dots. For comparison, corre-
sponding model values are shown as diamonds. Instead
of using a designed model, a fitted model with measured
response matrix is used here. The standard deviations
between these two are less than 4% for the beta func-
tion and 0.6° for the phase advances. These standard
deviations contain measurement errors as well as actual
differences in machine conditions for the measurements.
Repeated MIA measurements yield repeatability about
0.7% for beta function and 0.33° for phase advances,
which reflect the random errors of MIA measurements.
In addition to the phase advances between BPMs, the
cumulative phase is also examined for phase variation
along the ring. The repeatability for cumulative phase
is 0.24°. The phase advance between two BPMs is the
difference of two cumulative phases, thus its error is v/2
larger. These errors depend on excitation amplitudes and
are limited by the maximum signal achievable in the pres-
ence of strong decoherence. Furthermore, at this level,
the measurements become sensitive to slight changes in
machine conditions from one measurement to another.
For example, the machine tunes are only stable to the
level of 10~3, which is 0.36° in phase.

C. Vertical measurements with resonant excitation

For the vertical plane, we use a pinger to excite beta-
tron oscillation. The pinger can be operated with either
a high-voltage pulse drive or a low-voltage CW drive.
Thus we can either kick the beam or resonantly excite
the beam. With kick excitation, it is similar to the hori-
zontal plane. Due to decoherence, it turns out that res-
onant excitation offers a stronger signal. Figure 4 shows
the first betatron mode of a resonantly excited beam. As
in Fig. 1, the spatial vector gives a vertical betatron or-
bit. The temporal vector shows a continuously excited
beam, and its Fourier spectrum shows a much narrower
peak at the betatron frequency. For various reasons, it is
not easy to excite a pure harmonic oscillation in the APS
ring when the data were taken. Thus the oscillation am-
plitude has significant variation, and the spectrum shows
noticeable noise around the peak. A major difference be-
tween the horizontal and vertical planes is that there is
no synchrotron mode in the vertical plane due to minute
vertical dispersion.

The results for vertical beta function and phase ad-
vance are shown in Fig. 5. See the description of Fig. 3
for an explanation of the figure. In this vertical case, the
standard deviations between model and measurements
are less than 3% for the beta function and 0.5° for the
phase advances. Repeatability is better than 0.6% for
beta function, 0.21° for phase advances between BPMs,
and 0.15° for cumulative phase (0.08° have been reached
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with more coherent oscillation). Occasionally, there are
significant difference at a few BPMs such as those marked
in the figure. BPM gains are suspected, but we have not
tracked down the exact cause. Since the response matrix
measurement and the MIA measurement are carried out
on different days, unexpected optics changes might also
cause the differences.

For resonantly excited coherent oscillations, the har-
monic analysis method can be used to determine the
phase advances. For comparison, we did such an exercise
and found that the standard deviation in phase advances
between the harmonic analysis and MIA methods is less
than 0.2°. The repeatability of harmonic analysis with
carefully determined tune is about 0.2° for cumulative
phase, slightly worse than the MIA method. Thus, the
MIA method rivals the harmonic analysis method in ac-
curacy and does not demand a predetermined accurate
tune.

D. Measurement with excitation from instability

We showed measurements done with commonly used
kick excitation and resonant excitation. In the APS stor-
age ring, a single-bunch beam instability leads to a well-
behaved bursting mode that has large periodic centroid
oscillation [21]. Such a self-excited horizontal oscillation
is also tested for measuring lattice functions. The first
eigenmode is shown in Fig. 6. The temporal vector shows
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three periods of the self-excited oscillation. The Fourier
spectrum shows sharp clean betatron oscillation with two
barely noticeable synchrotron sidebands. Detailed exam-
ination shows the betatron peak is heavily modulated at
the bursting frequency. Again, using the spatial vector
of this betatron mode, we calculated the phase advances
and beta function. The results agree well with the results
from kick excitation shown in Fig. 3. In fact, the signal is
stronger than that from the kick excitation. Comparing
the results from two different bursts yields repeatability
of 0.7% for beta function, 0.24° for phase advances be-
tween BPMs, and 0.18° for cumulative phase. These are
a little better than those with kick excitation.

E. Effects due to gradient error, energy offset, and
wakefield

We have demonstrated a robust and accurate MIA
technique to measure phase advances in a ring. It is well-
known that phase advance (and betatron tune of course)
are sensitive to various physical effects and thus its accu-
rate measurement provides valuable information on those
effects. Here we show a few such examples to demon-
strate that MIA phase advance measurements can indeed
be used to measure the local effects due to quadrupole
gradient error, beam energy offset, and even wakefield.
However, no detailed analysis will be given since it is not
the focus of this paper.

Figure 7 shows the difference of two sets of horizontal
phases measured under the same condition except that a
quadrupole is changed by 0.5%. We see a clear 2° phase
jump at the quadrupole location. Phase beating before
and after the jump is also evident. The phase accuracy
of this measurement is about 0.3° in rms.

Figure 8 shows horizontal phase difference due to a
100-Hz rf frequency shift (about 0.1% relative energy off-
set). A more or less linear increase of the phase differ-
ence shows chromatic effects. The total deviation gives
a good measurement of chromatic tune shift. The local
chromatic phase shift could provide information on the
source of the chromatic effect. Figure 9 shows the verti-
cal phase differences for measurements done with two dif-
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FIG. 7: Phase changes due to a 0.5% quadrupole change near
the 56-th BPM. The 2° phase jump and beating pattern are
evident. Again the circles indicate unusable BPMs.
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FIG. 9: Phase changes due to current-dependent wakefield.

ferent single-bunch currents at 1.1 mA and 4.9 mA. The
total deviation measures the current detuning parameter
often used for instability studies. Interesting local struc-
tures clearly exist. This is because the vertical gaps of the
vacuum chambers vary significantly for different insertion
devices. From the local phase-advance change with cur-
rent, one can estimate the local reactive impedance along
the ring as done at LEP [22]. We also checked the hor-
izontal current-dependent phase difference, which shows
much weaker wakefield effect and little structure other
than a more or less linear decrease. This is because the
horizontal aperture is much larger than the vertical one,
and there is also not much variation along the ring.

To study the local effects in detail, it is desirable
to further improve the accuracy of phase measurement.
Our measurements are limited by the achievable signal
strength. In the horizontal plane, the kick excitation is
limited by decoherence that damps the signal within a
hundred turns. In the vertical plane, the resonant ex-
citation amplitude is currently limited to about 300 pum
at low-beta BPMs and 1.2 mm at high-beta locations.
In addition to improving signal strength, significant im-
provement may also be achieved by averaging over re-
peated measurements, provided that the data acquisition
is fast and the machine is sufficiently stable. A prelimi-
nary test using four sets of data shows that further aver-
aging does work. However, since our beam history system
is rather slow, we did not explore further.

F. Remarks

As discussed before, the phase advance measurement
is independent of machine model and BPM calibrations.



The good agreement in phase advance supports both
MIA and response-matrix measurements. On the other
hand, BPM gains from response-matrix fitting are used
for the beta function calculation, and a fitting to the
model beta function is used to determine the overall
scaling factor. Furthermore, our orbit response measure-
ments and beam history measurements use different elec-
tronic systems, thus the BPM gain calibration for one
system could be different for the other. Despite these
limitations in beta function measurement, the result on
beta function further confirms MIA analysis.

It is desirable to be able to determine BPM gains from
beam histories. Model calibration using beam histories
is a promising method for determining BPM gains and
transverse coupling using the same beam history mea-
surements. However, we have not experimentally pur-
sued this method because the large number of malfunc-
tioning beam histories at APS makes it rather difficult
if not impossible. Due to the BPM electronic systems,
APS has about twice as many BPMs good for response-
matrix measurements as BPMs usable for beam history
measurements.

Dispersion is usually easy to measure from closed or-
bit change with respect to rf frequency shift. Thus we
have not pursued dispersion measurement using MIA.
Nonetheless, a synchrotron mode such as shown in Fig. 2
can be used to measure dispersion function. For accurate
measurement, one may want to resonantly excite signif-
icant synchrotron oscillations by modulating rf phase at
the synchrotron frequency, for example.

The results shown in Figs. 3 and 5 have used thou-
sands of turns of beam history. In the horizontal case, it
is actually unnecessary to use this many turns, although
it helps in observing low frequency modes. The betatron
signal in Fig. 1 decoheres significantly in less than a hun-
dred turns. Thus using only a couple hundred turns gives
equally good results.

We have used a few hundred BPMs in our measure-
ments. However, our method works even if only a frac-
tion of those BPMs are used. The measurement accuracy
determined by repeatability tests showed no obvious M
dependence for the vertical measurement. Nonetheless,
for understanding a lattice, it is important to have a suf-
ficiently large number BPMs to determine the beta func-
tion and phase advances.

V. CONCLUSION

We have developed and experimentally demonstrated
(even with a problematic broadband BPM system) a
new MIA technique to measure the phase advances of
a storage ring with little coupling. Given well-calibrated
BPMs, beta function can be measured as well. Com-
pared to methods based on closed orbit measurements,
our method uses beam oscillation histories that require
little machine time to collect and can yield results in min-
utes, provided that a suitable broadband BPM system is
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available. Compared to the harmonic analysis of orbit
oscillations, which works well only for resonantly excited
clean harmonic oscillations and demands accurate tune
as input, our method is much more robust and applies to
all types of beam excitations. Compared to model cali-
bration methods, our method works even when successful
model calibration is prevented by an insufficient number
of BPMs or lack of a good machine model. However,
even though the phase advance measurement is immune
from BPM gain errors, the beta function measurement
does require good BPM calibration, which is a major
limitation. The accuracy of our method rivals all other
techniques. Since phase advances are sensitive to various
physical phenomena (we demonstrated a few of them),
our fast, robust, accurate, and model-independent mea-
surement technique should be valuable to commissioning,
operating, and understanding a ring. In principle this
method can be adapted to linacs (by taking into account
the acceleration, etc.), especially long linacs with a large
number of BPMs, such as the proposed next-generation
linear colliders.
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APPENDIX A

For convenience we use the phase-space vector X =
(z,y,2',9y")T instead of (z,2',y,%’). Then the Lagrange
. . . 1
invariant £;; = XIJX; with J = _OI 0
I is a 2 x 2 identity matrix. Using space coordinates
z = (x,y)", we have Ly = 2]z} — z;z{". To eliminate
Z', we use the transfer matrix from location a to b and
2% = Rz2® + Rgz'®, where Rz and Rg are the 2 x 2
submatrices of the transfer matrix R**. Written in con-
ventional R-matrix elements,

b b

o (R ORY

Z = Rba Rba

31 1133
By eliminating 2'?, using 2’ = R;'2® — R;'Rz2°,
the Lagrange invariant can be computed with measur-

able quantities z* and 2%, i.e., beam positions at two

locations. The last term contributes —(z¢)7[Rg' Rz —

, Where

ba ba

R12 R14

Rba Rba .
32 34



(RalRZ)T]z}I to the invariant, where the middle anti-
symmetric 2 X 2 matrix is easy to evaluate and yields

0 1 .
(R11R32 — Ri2R31 + RisR3q — R14R33) < 10 ) , which

equals zero due to the symplecticity of the R matrix.
Therefore, only R&le in 2’% contributes to the La-
grange invariant and

() (]G ) (3)
(3) Cur ¥ (3)

Let Z = (21, 22, 23, 24), which contains all positions of the

four independent orbits and L = (£;;). Then we have a
matrix equation

() (o ) ()

whose inverse yields
a a T
0 —RG\_(2°\,~1(%
Ra 0 zb AL ’

Rba Rba
Ro=| 2 1 |=2z'L7'2".
R32 R34

Thus
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APPENDIX B

From Eq. (25) we know that the two betatron modes
have approximately the same magnitudes with singular

values o1 ~ g, = /(J)(8)/2. Assume as well that the

errors in £+ = o4v4+ are random and uncorrelated with
about the same rms o¢. Then from Egs. (29, 30) we have

= () ee] < [(22) )
2 2
) (2w
SR :\/Ea _ |8 o
\/@ 3 ﬁ £ 23 o,
(8)

1 o,

20 VPO,

Here o, is the residual signal and noise magnitude, which
is difficult to estimate and roughly given by the singular
values beyond the betatron modes. Similarly,

28 \? 26 \?
o () + (22 oc=310..
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